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Key Sizing/Tuning Parameters
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	DTW Server “Vanilla” Sizing

	Processor
	50 MHz/user
	

	RAM
	128 MB/user
	Use vmstat 5 to determine if there is excessive disk swapping.

	Local Storage
	Minimal (2 x 72GB is sufficient)
	It is assumed that storage is provided via some form of SANS or NAS.

	Network Bandwidth
	140 Kbps/DTW on average (10 Mbps peak) or about 100 users per 100MB full duplex as a rough guide
	Subnet your infrastructure as required.  Essentially you will run out of processing capabilities before you exceed the capacity of today’s GB Ethernet interfaces.

	Example “Vanilla” Sizing

	Average # Users
	Server
	# of USparc IIIi @ 1.2 GHz
	Memory (GB)
	Light Usage
	Heavy Usage

	25
	V210/V240
	21
	4
	35% more users
	25% less users

	50
	V210/V240
	2
	8
	
	

	100
	V440/V480
	4
	16
	
	

	200
	V8802
	8
	32
	
	

	1 2 processors minimum are required for good performance

	2 Beyond 200 users, IO constraints dominate CPU constraints and the server must be multi-domained (which represents a more costly in terms of TCO.

	Sun Ray 1G Specifications

	· 24-bit, 2-D accelerated graphics up to 1920x1200 resolution at 75Hz
· Multi-channel audio input and output capable

· ISO-7816-1 Smart Card reader
· Standard DVI/I video connector, HD15 adapter incl.
	· Four powered USB ports that support hot-pluggable peripherals

· EnergyStar compliance, no fan, switch or disk, very low power consumption (< 20W typical)

· 10/100 Base-T Network connection (copper)

	Performance Tuning

	/etc/system
	set shmsys:shminfo_shmmax = 0x2000000

set shmsys:shminfo_shmmni = 0x1000

set shmsys:shminfo_shmseg = 0x1100

	For Xinerama multihead installations
	Set the shmsys:shminfo_shmmax parameter to LARGEST _NUMBER_OF_HEADS * width * height * 4

	Network Configuration/Performance Tuning

	Packet Loss
	Must not exceed 0.1% for any extended period of time, such as a minute or more.
	The utcapture utility reports packet loss statistics for each Sun Ray client.

	Network Connection
	100 Mbps FULL Duplex
	Check the OSD by pressing all three volume keys.  It should read 100F.  Switches and routers should be configured for auto negotiation.

	DHCP Services
	On a shared network, the Sun Ray may receive only a network address in response to its DHCP address.  It then sends a second DHCP request for network parameters.  If the Sun Ray resides on a different subnet than the Sun Ray server, then it needs the help of bootp forwarding to reach the Sun Ray server.
	Enable bootp forwarding on routers.

	Latency
	Must not exceed 25ms for any extended period of time such as a minute or more.
	The utcapture utility reports round trip latency statistics for each Sun Ray client.

	Out-of-Order Packets
	Sun Ray clients can handle occasional out of order packets, but if the network segment generates a large number of them, the quality of service delivered to the SunRay client suffers.
	Out of order packets are counted as dropped packets and are reported to utcapture.



	Cabling
	CAT 5 or better
	

	IP Addresses
	Enough IP addresses must be included within the DHCP ranges of each server to ensure that it can cope with the additional load forced upon it if another server in the failover groups fails. 

	Typical Network Topologies for an Existing Site
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	Other Network Configuration Issues

	· To get the best speed and mode, connect Sun Ray clients to switches that are capable of auto-negotiation.
· Servers in a failover group need to locate one another.  If they are on the same subnet in at least one of their interfaces, they can use subnet broadcast to discover each other; otherwise, they can use IP multicast.

· Every server in a failover group should be reachable from the Sun Ray client.

· Enabling the spanning tree protocol in the switches causes the Sun Ray client to take more time to connect to the server when power cycled.  To avoid this, disable the Spanning Tree protocol in the switches for ports that are connected directly to the Sun Ray DTUs or Sun Ray servers.
· To reduce performance hits caused by various VLAN implementations, assign the Sun Ray segment a higher priority.
· IP addresses sometimes get marked as unusable during system boot if they are perceived to be in use.  If this occurs, use the dhcpmgr to diagnose the problem and release the address back into the pool.

	Terminal Server Sizing

	· At least one terminal server is required per network, two can provide failover.

	· A conservative metric is 50-100 users per terminal server (source: Windows Server 2003 Terminal Capacity and Scaling Whitepaper). 
	This metric is based on a machine configured with 2 x Intel Xeon processors running at 2.4 GHz, with 2MB L2 Cache and 4096MB RAM.

	· Window 2003 provides approximately an 80% increase in performance for terminal session users and is highly recommended.

· The number of terminal servers per network should map the user’s work patterns.  For example, if most of the Windows work is done on the high side, then most of the terminal servers should be located on the high side.

	Applications

	Some applications, such as intensive 3-D visual simulations, may run very slowly on the Sun Ray,  Other applications, such as pseudo-stereo viewers using double-buffering, or high-frequency color table flips on 8-bit visuals, do not produce the expected visual result

	Placing the user’s interactive applications, such as Netscape or PC interoperability tools, i.e. rdesktop or Citrix on the Sun Ray server usually helps performance by reducing network load.  The application also benefits from faster transport of commands to the X server.

	Applications that can be configured to use shared memory instead of DGA or openGL usually perform better on Sun Rays when they used shared memory.

	DTW Documentation on the Web

	JEDI Program Management Office (PMO) 

Air Force Research Laboratory/IFEB

32 Brooks Road 

Rome, NY 13441                                                            
COMM 315-330-7657   FAX 315-330-7107    DSN 587
	dtw@rl.af.mil 

JWICS http://web1.rome.ic.gov/dtw

SIPR http://ife.rl.af.smil.mil/dtw

NIPR https://extranet.if.afrl.af.mil/dtw


PAGE  
1
UNCLASSIFIED

