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Executive Summary

This document intends to provide guidance for the design of Sun Ray environments, so that at least some estimate of a final implementation and pricing can be more readily offered to customers. Sun Ray architectures can differ from one example to the next, as there are a number of variables that need to be taken into consideration. It is usually necessary to carry out a pilot or proof-of-concept with the customer in order to draw up a truly accurate Sun Ray environment that will fit their requirements according to their applications and infrastructure. However, in order to progress to that pilot stage, we must be able to at least give a preliminary indication as to the size and value of a potential final solution.

Some considerations that will shape the environment include the number of desktops the customer intends to replace or introduce, server type, number of customer sites, requirements around resilience, network infrastructure, interoperability with existing applications and platforms, file and print requirements, naming services, authentication methods and the nature of user operations. This document outlines some of the main considerations in each of these areas.

Additionally, this document builds on two main reference architectures that address firstly a non-resilient, minimum implementation and then adds resilience into the architecture, providing a  recommended framework for larger enterprise solutions. In addition to these reference architectures, guidelines have been included to highlight how a typical solution may be drawn up for Sun Ray offerings of varying magnitudes;  up to 100 Sun Ray clients, up to 1000 Sun Ray clients and over 1000 clients. Any implementation over a couple of servers should have resilience as standard in each area of the design, so it is therefore taken as a given that the second reference architecture would be recommended as the basis of any enterprise deployment.

There is a section on pricing and ordering information, which lists details of the various components of a Sun Ray architecture, as well as details on available bundles. Sun Ray licensing options are included, along with details as to how they are structured. Additional suggestions and links are provided for Windows licensing in cases where interoperability is necessary. This section does not list rough figures for each size of deployment, because the considerations outlined throughout the document should be addressed before any estimates are reached. 

This document also covers some future considerations, which highlight some developments that are being added to increase Sun Ray flexibility of deployment, including WAN deployment and remote Sun Ray over ADSL. The reference architectures focus on what is deliverable today, but this section has been included so that future directions can influence today's decisions on scalability. This document will evolve as other technologies are announced. 

Finally, the various Professional Services offerings, support and training details are included to ensure that all areas that contribute to the total cost of acquiring and owning a Sun Ray environment can be captured and discussed in the early stages of a sales cycle. 

Sun Ray Design Considerations

There are several areas of consideration that should be addressed with the customer before any sizing estimates are made about a possible Sun Ray architecture. These include:

· Network considerations 

· Name service considerations

· Interoperability requirements

Network considerations 

Below is a list of various networking considerations that either need to be in place or will at least influence the performance of  typical Sun Ray deployment:

High Bandwidth/Low Latency – Sun Rays can currently communicate over 10 or 100Mb Ethernet networks, however, 100Mb duplex is recommended in any deployment in order to attain efficient performance ratings. On average today's Sun Ray (running business applications) draws approximately 140Kbps and requires about 10Mbps of peak bandwidth.

Auto Negotiation – Auto-negotiation or auto-sensing switches that are compatible with Sun Rays must be deployed on any segment that a Sun Ray is connected to, as Sun Ray's cannot be reconfigured in the same way as a workstation to force the correct speed.

DHCP – Sun Ray Server Software 2.0 provides the capability to utilise native DHCP services instead of DHCP services provided by the Sun Ray server. With previous versions of SRSS, DHCP services had to be provided by the Sun Ray server. This restricted Sun Ray appliance deployment to dedicated network segments. Therefore, if LAN-based Sun Ray's are configured with SRSS 2.0, servers can communicate with each appliance across multiple segments, reducing the number of servers required. If the decision is made to utilise existing DHCP services on the WAN, the the Sun Ray server needs to be configured during setup to provide only the extra parameters on top of IP addresses, subnet masks, etc. (DHCP_Inform). These additional parameters include details of the appliance's firmware version, authentication server details, etc.). 

Enough IP addresses need to be included within the DHCP ranges per server to ensure that each can cope with the additional load forced upon it if one of the Sun Ray servers in a failover group fails. Additionally, when Sun Ray appliances are switched on and off and go through the power-cycle, they can keep their previous IP address and at times hold two.

Routing – If existing network design or customer requirements dictates that IP addresses will need to be routed from Sun Ray server to appliance across multiple subnets, Sun Ray supports the use of DHCP relay or Boot-P forwarding. This irradiates the need to include DHCP servers on each subnet. Figure 1  below outlines how DHCP services and the additional Sun Ray parameters are relayed by the router using DHCP Relay and Boot-P forwarding. 
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Cabling – CAT 5 cables or higher are required. Anything lower is not compatible. 

Name service considerations

If a Sun Ray environment is going to be solely based on Solaris and will not interoperate with Windows environments, then it is feasible to use NIS or NIS+ for naming services, however, LDAP is preferred so that the environment is more flexible for future developments. 

If the environment is required to interoperate with Microsoft Windows services, then LDAP (open standards version) needs to be implemented for naming services. Microsoft Active Directory has proprietary changes and may not necessarily work with anything other than Windows environments. 

It is recommended that the LDAP servers are designed with resilience by including LDAP primary and secondary servers. This is included in the resilient reference architecture in the sizing section of this document. 

LDAP is recommended as the name service of choice also because it is becoming more common across organisations and will enable easier implementation of single sign-on identity services in the future. 

Interoperability Requirements

A large majority of Sun Ray deployments to date have been designed to integrate with existing platforms. In a large number of cases, Sun Ray solutions have been required to interoperate with Microsoft Windows services. There are a number of points that should be addressed with regards to the design of such environments. However, there are two main questions that should be asked initially in order to more accurately determine which technology would most appropriately be used. These questions are:

1. Do the customers applications run on Windows 2000 Terminal Services or Windows 2003 Terminal Services?

2. Do applications in the customers environment require the use of more than 256 colours, the use of sound, comm port redirection or drive mapping? 

These questions are important in order to initially determine whether or not it would be appropriate to use RDP services provided by Windows Terminal Services or the ICA (Independent Client Architecture) protocol provided by Citrix Metaframe. Table 1 below outlines the capabilities of RDP revisions along with their respective OS versions. Additionally, ICA capacities are also outlined:

	Protocol
	Features

	Enhanced RDP 5.0 (Windows 2000 Server)
	256 colours

	RDP 5.1 (W2K Advanced/Datacenter Server)
	24-bit colour, comm port redirection, drive mapping, sound

	RDP 5.2 (Windows 2003 Server)
	24-bit colour, comm port redirection, drive mapping, sound

	ICA (Citrix Metaframe)
	24-bit colour, comm port redirection, drive mapping, sound


Table 1 - RDP and ICA Protocol Capabilities

In  scenarios where customers are using Windows 2000 Server and their applications require the use of 24-bit colour in order to be presented accurately on each client, the solution must use the ICA protocol. If the customer is using the more recent RDP revision through Windows 2003 Server, then the services that are possible through RDP-based interoperability applications are greater and may be able to cope with these application requirements. It is prudent for pilot or proof-of-concept to be put in place to test these capabilities in the customer environment. 

Essentially, there are four main interoperability applications that can be chosen from. Aside from Citrix Metaframe, the others make use of the RDP protocol. Each application is briefly outlined:

· Citrix Metaframe – Based around the ICA protocol, Citrix Metaframe  server components are required to run on Windows  servers.  Windows Terminal Services are still required as part of the Citrix solution. The client-side component must be installed . 

· Tarantella – Tarantella is more of an application broker that can be used to integrate applications running on many different types of platforms, including Linux, UNIX, Windows, AS/400, etc. Tarantella will deliver that application to any device via a bandwidth aware protocol AIP. This means that applications can be delivered to a variety of devices over any network connection. Tarantella utilises RDP services provided by Windows  Terminal Services. 

· WinConnect-S – WinConnect-S is a supportable, independent implemetation of an RDP-based interoperability application.

· rdesktop – This is an open-source, free implementation of a presentation application that is available for download. It uses the RDP protocol.

Below is a comparison table of the various features of both Citrix Metaframe and Tarantella Enterprise 3 architectures to give an brief outline. 
 

	
	Citrix Metaframe
	Tarantella Enterprise 3

	Server Software

	(System) Software Location
	Windows-centred
	UNIX-centred

	Client Support

	Solaris Workstation
	Yes
	Yes

	Sun Ray
	Yes
	Yes

	Wintel PC/Laptop
	Yes
	Yes

	Protocols

	Protocols
	ICA (Independent Client Architecture)
	RDP, X11,  VT, 5250, 3270, ICA, SSH (and AIP to the client)

	Colour Support
	24-bit
	MS RDP version dependent

	Audio
	Yes
	MS RDP version dependent

	Performance over low-bandwidth link
	Good
	Good and adaptive


Table 2 - Citrix and Tarantella Comparison

Please refer to Appendix A of this document for example architectures for Citrix, Tarantella and WinConnect-S. Also, there is a useful blueprint  about desktop architecture selection on:

http://www.sun.com/solutions/blueprints/1003/817-3993.pdf
Shared Storage – The environment must have shared storage that is both compatible with Solaris and Windows. This essentially equates to NFS and Samba. In small scenarios, a Windows file server with NFS in addition could be used, but a small windows share is not enough for larger deployments. For resillient solutions the NFS servers should be clustered. 

It is important to note that whatever interoperability solution is chosen between Windows and Sun Ray, Windows Terminal Services are an underlying requirement . In order to better understand the licensing structure of Windows environments, please refer to the following links:

http://webhome.ebay/Interop/documents/MSLicensing.pdf
In greenfield environments, the implementation of JES Directory Server, an NFS cluster, JDS, Gnome, StarOffice, etc. will in the long run equate to reduced TCO . 

Sun Ray Sizing and Design

Reference Architectures

This section provides two reference architectures to give a basic framework around which the above considerations should be applied. The first architecture illustrates the structure of a minimum, non-resilient Sun Ray solution. The second reference architecture builds on the first in order to provide resilience where required.

The next section (Sizing Guidelines) then addresses how to calculate the quantity and types of servers  to apply to these reference frameworks. It is important to remember that these guidelines are intended to provide a means to estimate the probable size of a Sun Ray solution for customers, in order to progress to the stage where a pilot environment can be put in place to obtain more accurate sizing figures. 

Reference Architecture 1 – Minimum, Non-Resilient Solution:

Each Sun Ray environment currently requires the minimum of:

· Authentication server - a single name server (preferably LDAP), if required. For instance, Sun Rays used as vanilla internet terminals may not involve the setup of user accounts.

· Desktop server – a Sun Ray server which serves Sun Ray appliances GUI applications.

· File server - a single local NFS server, plus storage, for home directories, again, if required.

· Interoperability server - if interoperability is required, an additional server may be necessary depending on the chosen presentation technology. (Tarantella could reside on the Sun Ray server in smaller implementations). 
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Reference Architecture 2 – Resilient Solution:

For most enterprise Sun Ray solutions, resilient components are going to be required. This second reference architecture builds on the one above to include resilience where possible. In order to create a more highly available environment, we would need to include the following in addition to the above:

· N+1 Sun Ray servers in a failover group. N+2 or more may be required as the number of servers grow, because the probability of a server failure increases alongside server quantity.

· Primary and secondary Sun Ray data stores (i.e. Internal LDAP database). Sun Ray Data Stores are used (instead of the SunDS product formerly used) for storing Sun Ray data, Sun Ray Server Software 2.0 installs and uses the Sun Ray Data Store. If the Sun Ray environment needs to be flexible in order to accommodate future upgrades or expansion, then there is an option to include a small Sun Ray server which is dedicated to functioning as the primary data store, and is restricted from running user sessions. If the primary data store is a standard Sun Ray server that runs user sessions, then users may experience interruptions because  that servers services will have to be reset in order to add another Sun Ray server to the environment. 

· Clustered NFS and Samba servers and storage to provide highly available home directory services

· Primary and secondary LDAP servers

· The CAT 5 filling station just refers to a dedicated  CAT 5 connection that is used to update firmware on Sun Rays releases earlier that 2.0 and only when deploying on a routed environment. Other environments do not need a filling station. It is just a CAT 5 cable. 







Sizing Guidelines

This section aims to provide some guidelines towards selecting the type and number of servers to fit into the above frameworks. The table below illustrates vanilla CPU and memory recommendations for specific numbers of users. 

	Average # Users
	Server
	# USIII/i @1GHz
	Memory (GB)
	Light Usage
	Heavy Usage 

	25
	V210/V240
	2
	2
	35%

 more 

users
	25% 

less

 users

	50
	V210/V240
	2
	4
	
	

	100
	V440/V480
	4
	16
	
	

	200
	V880 **
	8
	32
	
	


Table 3 - Sun Ray Server Sizing Guide

The next table outlines recommended failover group configurations. 

	# of Users
	Lighter
	Average
	Heavier

	100
	3 x V210/V240
	3 x V210/V240
	4 x V210/V240

	200
	5 x V210/V240
	3 x V440/V480
	4 x V440/V480

	300
	3 x V440/V480
	3 x V440/V480
	6 x V440/V480

	400
	4 x V440/V480
	5 x V440/V480

or 3 x V880 **
	4 x V880 **

	500
	5 x V440/V480
	4 x V880 **
	5-6 x V880 *   **

	1000
	5 x V880 **
	6 x V880 **
	9-10 x V880 *   **

	2500
	10 x V880 **
	12-14 x V880 **
	21-23 x V880 *   **


Table 4 - Recommended Failover Group Configurations

* Use lower number if some degradation of service is acceptable when in a “server down” situation. Use the higher number to maintain a minimum user/CPU ratio as per the usage models.

**. The V880 may represents a more costly price/performance point when compared with the V210 (or V20z etc., in future) in certain cases. It could be feasible to rack larger numbers of the smaller servers in larger implementations.

A definition of the usage models provided in the above table is outlined below:

· Lighter – Netscape viewing standard HTML/e-mail/simple UNIX utilities. 35 users per CPU, 50MB per user

· Average – Normal Netscape/e-mail/StarOffice. 25 users per CPU, 70MB per user

· Heavier – Netscape CPU intensive plugins/multimedia/Java applications. 15 users per CPU, 120MB per user

For less than 100 users is one location the use of dual processor V210s are recommended (with N+1 if resilience is required). A single 36GB disk would be enough capacity to provide adequate swap space, but dual disk is recommended. Refer to Reference Architecture 1 for this section

On the above table, the V880 server is the largest recommended server for Sun Ray deployments. This is because the maximum number of processes that can effectively be run by Solaris at the present time is around 5000-6000. That equates to approximately 200 to 220 Sun Ray users. If any larger servers were implemented using a single domain, you would reach a ceiling at around the 200-220 user mark regardless. It may be technically feasible to domain midrange or highend servers to a greater level of granularity in order to alleviate this issue, but it then becomes more expensive in terms of TCO to implement. 

Up To 100 Clients

Applications could be either NFS mounted or installed on each Sun Ray server. For greater performance, you could allocate a certain amount of disk space to a /apps directory for StarOffice, Mozilla,etc. 

An alternative could be V240's if you require greater storage capacity to run applications or would like to use separate disks for applications and system files. Additionally, V240's would provide you with a resilient power feed for a little more cost. 

Usually the use of smaller, single processor servers such as the V120 are not recommended for use as Sun Ray servers, because if a user performs a function that consumes the entire processor then other users will suffer. However, there are instances where Sun Ray customers have used V120s for a lower cost solution.

100 To 1000 Clients

For up to 1000 clients, it would be recommended to refer to Reference Architecture 2, in which resilience is a consideration throughout. 

Essentially a typical deployment would consist of a number of V440s or V480s  in a failover group with N+1 resilience. Additionally, file services should be clustered and would probably consist of small servers (such as V210s) with enough memory to cache NFS requests. 

A primary and secondary LDAP server would be recommended, minimum V210 servers depending on the load or number of users you need to authenticate.

Because it is probable that this size of deployment is likely to expand in the future, it may be prudent to include a V120 as a primary data store to prevent possible downtime in the future. 

The install server of an installation server such as JumpStart and a management console (i.e. somewhere to run the browser that manages SRS) should be considered.

Over 1000 Clients and Remote Office Considerations

For over 1000 clients, it may be necessary at this present time to size each remote location individually, whilst taking into account the following considerations. 

N+2 or N+3 Sun Ray server deployment should be implemented at this end of the scale. This is because it is more likely across a larger number of servers that more than one server will be down at any given time, so there must be capacity to cope with this possibility. 

With regards to networking, it is necessary at this level to subnet network traffic, because you cannot have this magnitude of users on the same subnet. A rough guideline is around 100 users per 100Mb duplex. Essentially you would run out of processing power before you exceed the capacity GbE capabilities of today's volume servers. At this scale the building dependancies would probably dictate that users are spread over multiple subnets anyway (per floor, for example). One method of deployment would be to create a DHCP relay from each subnet to the Sun Ray failover group. 

With regards to multiple locations, considerations need to be given to the location of home directories, interoperability services, etc. Home directories would ideally need to be placed close to where the users applications would run from. Storage for home directories should be near to where applications that require large data storage are going to be run. Sun Ray server positioning should be considered separately. All of this depends on the amount of bandwidth provided on the WAN. Additionally, if interoperability is a requirement, Citrix ICA and RDP are low bandwidth protocols that could therefore be centralised.

Future Considerations

Sun Ray development is at a stage where the flexibility around deploying these solutions is about to become a lot broader. There are two key stages in terms of software that will enable Sun Ray environments to spread firstly across corporate WAN services and then further still towards providing Sun Ray services remotely over ADSL. Additionally, the capability to run SRSS Linux platforms is in development.

Additionally, there are some significant hardware improvements in development, including the addition of a new range of Sun Ray appliances which may provide hardware encryption (to speed up Sun Ray services in comparison to the current software encryption method) and wireless and GbE connectivity. 

This document is not intended to go into great detail about possible future enhancements, however, below is an outline of some considerations that may need to be looked into when designing a Sun Ray environment today in order to ensure efficient scalability in the future. 

On average today's Sun Ray (running business applications) draws approximately 140Kbps and requires about 10Mbps of peak bandwidth. With SRSS 3.0, the average should be reduced to around 40Kbps and the peak may be as low as 200-300Kbps. Therefore, Sun Ray over ADSL may be more suited to environments that are not multimedia intensive. There is also a paper describing the low bandwidth enhancements on the following URL:

http://iag.eng/cgi-bin/view?doc=9272
The previously mentioned point about not using more than 8 processors for each instance of Solaris for Sun Ray services is relevant in this futures section is related to the future transition of the V880 for the V890. When the USIV-based V890 is released, it will effectively provide 16 thread execution units in the same sized server. This will then mean that for a greater cost than the V880 Sun Ray services will only be able to make use of similar performance ratings as with the V880, because of the restriction around the number of processes that can be run per thread. Therefore it may be worthwhile, at least until the process restrictions are irradicated, to use multiple 4-processor systems instead.

Service and Support

SunSpectrumTM

The SunSpectrumTM program is an innovative and flexible service offering that allows customers to choose the level of service best suited to their needs, ranging from mission-critical support for maximum solution availability to backup assistance for self-support customers. The SunSpectrum program provides a simple pricing structure in which a single fee covers support for an entire system, including related hardware and peripherals, the SolarisTM Operating Environment software, and telephone support for SunTM software packages. The majority of Sun's customers today take advantage of the SunSpectrum program, underscoring the value that it represents. Customers should check with their local Sun Enterprise Services representatives for program and feature availability in their areas.

SunSpectrum program support contracts are available both during and after the warranty program. Customers may choose to uplift the service and support agreement to meet their business needs by purchasing a SunSpectrum contract. For more information on the SunSpectrum program offerings refer to the following URL: http://www.sun.com/service/support/sunspectrum/.

The four levels of SunSpectrum support contracts are outlined below.

SunSpectrum Program Support

	Program
	Description

	Mission-Critical 

SunSpectrum PlatinumSM Support
	Designed to support client-server, mission critical solutions by focusing on failure prevention, rapid recovery and year round technical services planning. Support is provided 24 x 7.

	Business-Critical

SunSpectrum GoldSM Support 
	Includes a complete package of proactive and responsive services for customers who require maximum uptime for their strategic business critical systems. Support is provided 24 x 7.

	System Coverage

SunSpectrum SilverSM Support
	Combines the service expertise, responsive on-site support and technical support by telephone and SunSolveTM CD/on-line services. Support is provided 8 a.m. to 8 p.m. Mon. through Fri.

	Self-Directed

SunSpectrum BronzeSM Support
	Provided for customers who rely primarily upon their own in-house service capabilities. Enables customers to deliver high quality service by giving them access to UNIX® expertise, Sun certified replacement parts, software releases, and technical tools. Support is provided 8 a.m. to 5 p.m. Mon. through Fri.


Warranty 

For specific warranty terms and conditions, see http://www.sun.com/service/support/warranty. 

Professional Services Offerings

Professional services offer a number of bespoke services around the implementation of NFS, LDAP and Sun Ray solutions. Additionally, PS can deploy JumpStart server setup for large Sun Ray environments to prevent customers having to configure large numbers of Sun Ray servers.

In addition to these installation services, PS provide a number of Desktop oriented workshops in the UK. Details of which can be found at:

http://sunps-uk.emea/is_solutions/desktop/index.cfm
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Appendix A – Interoperability Examples

Citrix Metaframe Example Architecture



Tarantella Enterprise 3 Example Architecture


WinConnect-S Example Architecture


Figure � SEQ "Figure" \*ARABIC �3� - Reference Architecture 2: High Availability





Figure � SEQ "Figure" \*ARABIC �2� - Reference Architecture 1: Minimum Components
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Figure � SEQ "Figure" \*ARABIC �1� - DHCP Relay/Boot-P Forwarding for Sun Ray
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